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The ratio Eb/No is an absolutely fundamental one in digital communications, as it directly expresses the
power efficiency of a coding and modulation system. That is. it concentrates on what really counts how
much RF energy does it take to send each bit of user data over a channel with a certain noise spectral
density?

A way to rewrite Shannon's law that better expresses the tradeoff between bandWidth and power IS as
follows:

where No is the noise spectral density in watts per hertz. So as B goes to infinity we reach a POint of di
minishing returns. But more bandwidth is always beneficial, even though the incremental benefit may be
small.

Since noise power is directly proportional to bandwidth, Shannon's formula can be rewritten as

We can do this by trading off bandwidth -- which we have in abundance -- for scarce power This tradeoff
comes from Shannon's famous channel capacity formula

C = B • 1092(1+S/N)

Note the relationship between Band SIN. to a certain extent we can compensate for a lower SIN by in
creasing B. Now this·roay be counterintuitive to many of you; after all, it's standard practice to use the
narrowest available filter '/then copying an especially weak CW signal. But it is very much true provided
that we carefully design a wideband signal and build a matched receiver filter.

where C is the channel capacity in bits/sec. B is the channel bandwidth. S is signal power and N IS nOise

power. As long as we do not try to exceed the capacity C of a channel. It IS theoretically possible to com
municate with an arbitrarily low error rate Above C. It is simply not possible to do so

Here we've introduced two new
variables: R, the actual signalling
rate in bits/sec and Eb, the energy
per user data bit measured in watt
seconds (joules). No is again the
noise spectral density in W/Hz, but
this too has units of JOUles. This
formula says that the minimum re
quired Eb/No ratio is a direct func
tionof the available bandwidth
relative to the data rate. The more
bandwidth, the lower the necessary
EliNoratio and vice versa. But the

relationship is nonlinear; even with
infinite B/R, Eb/No must always be
greater than In(2). Expressed in
decibels, this is -1.6dB - the fa
mous Shannon Limit.
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.. This doesn't quite tell the whole story. If you sam-
·pie a fading signal, wait a very short time and
sample it again, the two measurements will tend
to have similar amplitude and phase, i.e., 'they are
correlated. If you wait a long time between meas
urements, they will tend to be different, i.e., uncor
related. The time scale beyond which a pair of
signal measurements tend to become uncorrelated is the "channel coherence time" It depends on the
relative physical velocities of the various objects involved in reflecting or refracting the RF energy It also
depends on RF wavelength. Faster velocities and shorter RF wavelengths produce shorter coherence
times. Le.• "faster" fading. For example, with all other things constant, mobile FM "flutter" and EME fading
are both typically 3x faster on 70cm than on 2m. As an extreme example. aurora scatter has extremely
short coherence times because of the very high apparent "velocities" of the ionized cloud particles

,h,Fadlng:
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Coherence times on 2m EME are typically several seconds, but this can vary over the month and With
ionospheric or tropospheric activity. Because the multipath components arriving at the receiver travel
many different distances. their relative phase (and whether they add or cancel each other) depends on the
prael•• wavelength. A small change in frequency may be enough to cause two paths that formerly can
celed to enhance each other, or vice versa. The frequency scale over which this occurs IS called the
"coherence bandwidth".

·Another important characteristic of the EME
. channel is that it fades. The signal takes many

slightly different paths as it reflects off the uneven.
slowly Iibrating lunar surface. It can also split into
multiple paths as it passes through the earth's
ionosphere or troposphere. Because these paths
vary in relative length, the various signal compo
nents arrive at the receiver at slightly different
times and with differeQt phases. The receiver
"sees" the vector sum .of these components.
Since their relative path lengths change with time
as the moon Iibrates. sometimes they add to pro
duce an enhanced signal. At other times they
cancel, producing a degraded signal. At Iowan·
tenna elevation angles, multipath reflections
(ground reflection gain) from the surface of the

. earth are also important.

It turns out that the precise physical mechanisms
· that produce multipath fading aren't really that
important. Somewhat different mechanisms pro-

·duce the multipath fading seen in land mobile ra
: dio, but it resembles EME in that many separate
·paths are often present. And when there are
many reflection paths without any direct line-of
sight paths. we have a "Rayleigh fading channel"
That is, the signal amplitUde distribution follows a
·Rayleigh probability function and the signal phase
is uniformly distributed at all angles.
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Coherence time depends on the relative velocities of different parts of the propagation medium with re
spect to the observer: e.g., lunar libration, which varies with time On the other hand coherence band
width depends on the size of the propagation medium the larger the medium or object. the wider the pos
sible range of multipath delays that can occur. Longer delay differences between mult'path components
mean that smaller frequency differences are enough to comprise a significant fraction of a wavelength that

_. can turn a peak into a null and hence the narrower the coherence bandwidth

As previously discussed, the maximum EME delay spread possible given the moon's diameter IS 11 6 mil
liseconds. corresponding to a coherence bandwIdth of about 86 Hz. If the lunar surface reflected RF the
way it reflects light. this would indeed be the coherence bandwidth: but In fact It's more like 500-1000 Hz
on the lower EME bands.

. Why the discrepancy? Because the lunar surface reflects RF differently than It does light At optical
wavelengths, the full moon appears uniformly bright (discounting albedo variations between mana and
highlands) because, thanks to the fine layer of dust covering its entire surface, the lunar surface IS ex
tremely rough at scales corresponding to visible wavelengths. And the moon's surface IS fairly rough at
large scale (much longer than VHF/UHF wavelengths) due to mountains, craters and the like But In be
tween. the moon is relatively smooth over a fairly wide range of radio wavelengths. So Instead of uni
formly scattering RF at all angles. the lunar surface tends to reflect It more specuJarly, the center of the
disk appears brighter than the limb. But the limb isn't totally dark because of the large scale surface un
dulations. So the moon can be best seen as a collection of many independent specular reflectors. some
thing like a dance hall mirror ball where the glue holding the mirrors on has softened and allowed the mir
rors to shift their angles with respect to the surface

So the net result is that the delay spread is somewhat shorter (and the coherence bandwidth Wider) than It
would be if the moon scattered RF as uniformly as it does light The coherence time is somewhat longer
too, thanks to the smaller contribution from the more rapidly moving limb. On the other hand. the smaller
reflecting ar~a means a higher average round trip path loss.

In the discussion that follows. it's important to remember that fading affects signal phase as well as am
plitude. It is typical to see very rapid phase shifts (approaching 180°) across a deep fade. This IS easiest
to understand by example. Consider a path with just two multipath components of nearly equal amplitude
and 1800 out of phase. If the first component starts at a lower amplitude than the second component but
then increases to where it becomes the stronger, it's easy to see how the amplitude of the vector sum of
both components goes through zero and how the phase will suddenly jump 180° during the transition.

c. Coherent vs. noncoherent (sometimes called incoherent) demodulation:

A receiver always works best when it has a signal carrier phase reference. With it, nOise in phase quad
rature to the desired signal can be ignored. But a receiver without a phase reference must respond to all
incoming signal phases. The benefit is slight at high SNR (where the signal "swamps" the nOise) but can
be large at low SNR. This is why AM envelope detectors have a threshold effect on weak Signals while
sse receivers do not. (Noncoherent FM demodulators have an even more pronounced threshold effect.)

[Note from KA9Q: see diagram of signal vector plus noise for large and small Signal case

[Note from W3IWI: Phil and I were working on thiS paper nght up to the last minute and It
wasn't possible for us to get the figures merged with the text Sorry!]

Some digital modulation ~chemes require the receiver to maintain a stable carrier phase reference over
relatively many data bits. A good example is binary phase shift keying (BPSK), used for telemetry on the
AMSAT Phase III satellites and on the low-earth-orbiting PACSATs. Since the BPSK signal suppresses
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the actual carrier, the receiver must reconstruct a local carrier reference from the data sidebands (BPSK
is just suppressed carrier DSB-AM with digital modulation.)

Two essentially equivalent methods are commonly used to generate a BPSK carrier reference the Costas
loop and the squaring loop. Both use a nonlinearity to regenerate the suppressed carrier an 1-0 multiplier
in the Costas loop or a signal squarer in the squaring loop This necessarily degrades the SNR of the re
covered carrier by 6dB for binary PSK, 12 dB for OPSK and more for higher orders Th IS IS generally not a

'.' problem when signals are strong, the channel is stable and relative frequency uncertainty IS small. as In
high speed line-of-sight links. One sImply narrows the loop filter enough to raise the recovered carner
SNR to the desired level. I.e.. the loop "smooths" its carner phase estimate over many data bits This
works well as long as the channel coherence time (as well as other sources of phase nOise. such as local
oscillators) is long wit~ respect to the reciprocal of the loop filter bandwidth. In a typical system deSigned
for a relatively high SNR. the loop filter bandwidth might correspond to 30 bit times .

•

[Note: see diagram of costas loop with loop filter highlighted]

Things get difficult when strong FEe is used to get the most out of the limited signal power At such low
"raw" SNRs (or more precisely, Es/NO, the ratio of energy per channel symbol to the noise spectral den
sity) an additional degradation called "squaring loss" appears. To compensate. the loop filter must esti
mate carrier phase over an even longer period. For example. KA90's 1200 bps experimental OPSK sat
ellite modem estimates carrier phase over several hundred bit times. and yet the modem's overall per
formance is still limited by the noise that gets through this very narrow filter

Things only get worse as we scale to lower signal powers and data rates. At 1 bps, several hundred bit
times is several hundred seconds. This corresponds to a carrier loop filter bandwidth of less than .01 HZI
Even if the frequency instabilities in an amateur EME system could be kept below this level, we are faced
'by the insurmountable fact that the EME channel simply won't stay still for more than a few seconds -- the
fading will "modulate" the signal right out of the carrier filter bandwidth So it's pretty clear by now that
conventional suppressed carrier BPSK with coherent demodulation is probably not a good chOice for
EME. '.

·d. Coherent demodulation with a pilot carrier:

One way to mitigate the fading problem with BPSK is with a "pilot". That is. you put some fraction (eg .
10%) of the total RF power into a residual unmodulated carrier (the pilot) for use by the demodulator In

regenerating a local reference (e.g., with ~ narrow bandpass filter or PLL) You do this by phase modulat-
;;:Ing the carrier with less than +/-90 degr.ees of phase shift; the resulting signal IS equivalent to a sup

':pressed carrier BPSK signal plus an unmodulated carrier in phase quadrature.

[Notes: see diagram of signal vectors) [see diagram of loop with simple PLL tuned to camer]

Because this carrier component can be recovered without a nonlineanty, there are no losses Of course.
the pilot is only part of the total signal power, and this power can't carry data. So there is an optimum pilot
power fraction that depends on the situation.

Pilots are sometimes used even on channels that nominally don't fade. NASA has long used them on
deep space links where signals are weak, data rates are low and relative frequency uncertainties are so
high that the inherent losses in regenerating a suppressed carrier are just too great. Pilots also help deal
with the small amounts of mUltipath fading that occurs when signals have to pass through planetary at
mospheres or through the solar corona. .
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,. Noncoherent demodulation (especially m-ary FSK):

Many other alternatives exist when the receiver can't maintain a stable. long term carner phase reference

BPSK can be differentially detected by simply multiplying the prevIous symbol by the current one In es
sence using just the previous symbol as a carrier reference Unfortunately this doesn't perform nearly as
well as coherently demodulated BPSK. especially at low SNR. because only one bit's worth of energy 15

used as the reference.

[Note: see diagram of differential BPSK demod]

The most popUlar noncoherj!ntly demodulated signaling method is binary frequency shift keying (FSKI
The demodulator simply measures the total signal energy -- ignoring phase -- over the bit time for each of
the two "tones" and picks the one with the greater energy as ItS deCision. This too has worse weak-Signal
performance than coherent BPSK.

But it turns out that frequency shift keying -- even with noncoherent detection -- can be made more power
efficient by simply adding tones. Consider 4-ary FSK - i.e. FSK with four "tones" Only one tone IS sent at
a time, each representing log2(4) =2 user data bits.

The 4-ary FSK demodulator is just an extension of the classic binary (2-ary) FSK demod It has 4 filters
and envelope detectors. one for each tone. At the end of each tone pulse (called a "symbol") the de
modulator picks the tilter channel with the greatest accumulated energy and outputs the 2 data bits that
correspond to that symbol.

[Note. see diagram of 4-ary FSK demod}

Why does this s.cheme use less power per user data bit than binary FSK? Because each symbol repre
sents 2 user data bits, we can afford to invest twice as much RF energy in each channel symbol as In bi
nary FSK while maintaining the same energy per user data bit (Eb). Raising the symbol energy reduces
the chance that a random noise peak in the three "incorrect" channels will cause It to be chosen over the
correct channel. At reasonably low bit error rates, the improvement is dramatic; 4-ary FSK requires an
Eb/NO of 11.5 dB to maintain a 105 BER. and that's nearly 3dB than binary FSK. 8-ary FSK requires 95
dB, and that's slightly less than perfect BPSK'

But as the number of tone channels M increases, the improvement slows down. The probability that any
one tone channel will cause an error is unchanged: it's just there are so many more of them and Just one
can cause an error. Also. the symbol energy increases only as log2(M). so it falls further behind M

[Note: see diagram of BER vs Eb/NO curves vs M]

The bottom line is that as the number of channels M approaches infinity, M-ary FSK approaches an EbJNO
of -1.6 dB. This is exactly the famous Shannon limit for infinite bandwidth. In fact, this was essentially the
system that Shannon analyzed in his landmark 1948 paper on noisy channel capacity.

In a real system, at course. we have to pick a finite M and layer additional forward error correction coding
on top of it. How large can we make M? There are two limits: complexity and bandwidth.

Complexity is no longer a practical problem. The British Foreign Office "Piccolo" system of the early 1960s
used 32-ary FSK with each symbol representing one of the 32 letters in the Baudot alphabet The Piccolo
demodulator consisted of 32 separate hardware filters. one for each tone. That's obViously rather cumber
some.
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Today we can use the Fast Fourier Transform (FFT) to bUild the receiver filter bank for Just about any
value of M we like. FFTs with thousands of points (bins) are no sweat on modern microcomputers We

,just take the FFT of the received symbol in the time domain, square and add the real and Imaginary com
ponents of each frequency "bin", and pick the bin with the largest energy.

The other limit is the bandwidth needed for all the tones. As M Increases. the tone signailing rate de
creases as log2(M} because that's how many data bits are represented in each tone Since the tones must
be at least 11T Hz apart. where T is the symbol time in seconds. we can space the tones somewhat more
closely together as we increase M thus partially compensating for the extra tones So the overall banc
width requirements increase as M/log2(M).

[Note: see frequency diagram of tone spacing]

. It's interesting to note that the relative bandwidth required for 4-ary FSK is 4/log 2(4) = 2. the same as 2-ary

FSK: 211092(2) = 2. In other words. "the first one is free", much like the transition from binary PSK to

QPSK (4-phase PSK). (QPSK can carry twice the data in the same bandwidth as BPSK with the same
'Eb/NO. But higher order PSK constellations require greater Eb/NO for the priVilege of further increaSing the
"bandwidth efficiency", just as higher order FSK constellations require greater bandwidth to save power)

Some final comments. M-ary FSK is just one example of what is more generally known as a "M-ary or
thogonal signal set". A set of properly spaced tones (sine functions) is Just one example. others Include
Walsh functions (the Qualcomm CDMA digital cellular system uses 64-ary Walsh code modulation on its
mobile-to-base link) and the pulse-position modulation (PPM) codes often used on optical fiber The theo
retical performance is exactly the same for all these schemes. but sine waves (i.e, FSK) have the practi
cal advantage of maintaining orthogonality without precise time synchronization.

Also. the term "noncoherent detection" is slightly inaccurate here, even though it's standard In all the text
books. It woul~ be more accurate to say that detection IS "noncoherent from symbol to symbol" The tone
filter/detector is still very sensitive to tone phase during a symbol interval. For example. an Incoming tone
that SUddenly phase flipped 180 deg degrees exactly halfway dUring the symbol interval would produce a
zero output. To minimize this effect, the the signalling Interval must be kept short relative to the coher
ence time of the channel. This creates another practical limit on M.

Here's another way to look at it: channel fading AM modulates the signal. and the receiver tone filters must
be wide enough to capture the sidebands' so generated. That puts a minimum bandwidth limit on the filter.
which corresponds to a maximum coherer'lt integration time

f. FEe with coherent and noncoherent modulation:

The "rate" of a forward error correction (FEC) code IS the ratio of the user data bit rate to the encoded
channel symbol rate. For example. a convolutional code that produces two encoded symbols for every
user data bit would be a rate 1/2 code. as would a block code that produces 24 encoded symbols for
every 12 user data bits.

Many FEC schemes exist. Some, like Reed-Solomon (RS) block codes, are well suited to M-ary orthogo
nal modulation because they use non-binary symbols. 8-bit RS symbols are particularly popular, being
used in the Compact Disc. Non-binary convolutional codes do exist (the "dual-k") codes, but it's also pos
sible to adapt binary codes to the purpose:

By the way. irs important to remember that when FEe is discussed, Eb/NO ratios always apply to the
original user data bits and not to the encoded. redundant symbols For example, a rate 1/2 K=32 convolu-
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tional code can operate with an Eb/NO down to about 3 dB The Es. or energy per FEe encoded symbol IS
1/2 (3dB) less, or 0 dB. For a rate 1/4 code the Es/NO is SdB less than the Eb/NO, and so on.

When FEC is layered on top of an Ideal coherent modi !ation scheme like BPSK. lowering the code rate
always improves the coding "gain" (i.e .. it decreases the Eb/NO needed to attain a certain bit error rate)
But this is no longer true when FEC is combined with M-ary noncoherent demodulation Below a certain
rate, the Eb/NO requirement actually increases again

[Note: see diagram showing Eb/NO vs code rate for AWGN channell

Why is this so? A coherent demodulator is a linear devlu: Postprocessing of a nOIsy Signal can Improve It
by coherently combining very small signal components that are still spread over time or frequency. But a
noncoherent demodUlator 1,'; a nonlinear device, and it has a threshold effect much like that of an FM dis
criminator. (We can actually think of M-ary FSK as FM with M discrete quantized steps). Above threshold
the SNR in the filter bandwidth is high enough that the accumulated signal energy swamps the nOise But
below threshold, the output SNR decreases more rapidly than the input SNR.

So as we lower the FEC code rate while keeping the user data rate constant, the symbol rate coming out
of the encoder increases. As the encoder symbol rate Increases, we need to increase the Signalling rate
on the channel (the encoded FEC symbols become the data bits to the M-ary modulation scheme) And
_~,ecause we're spreading our ~xed transmitter energy out over many more channel symbols the energy
,e~r symbol must decrease. If It decreases below threshold, the demodulator losses Increase faster than
~e coding gain, and overall performance suffers.
~w~J

The optimum code rate depends on M and whether there is fading. On a nonfading channel. the optimum
code rate is about 1/2 for a very wide range of M. On a fading channel. however, the optimum code rate IS
much lower, typically ranging from 1/10 to 1/3 depending on M

[Note: see diagram showing Eb/NO vs_~ode rate for Rayleigh channel]

Why is this? First of all, we must understand that Eb/NO ratios given for a fading channel refer to aver
ages. Sometimes the signal is much greater than average, and sometimes it's much worse. When it's
much worse, we pretty much have to write off our energy investment because it's so far below threshold
that even a slower channel symbol rate wouldn't help. But when the signal peaks well above average we
also waste energy because each symbol carries much more energy than is necessary for reliable de
modulation.

By sending at a higher channel symbol rate, we can take better advantage of these peaks when they oc
cur. But we don't want to go too fast lest we almost never get peaks that are strong enough. So the opti
mum code rate is higher than for a nonfading channel

g. Diversity;

To paraphrase a real estate agent. the three most Important things in the design of a communication sys
tem for a fading channel are diversity, diversity and diversity This is simply another way of saying that you
shoUldn't put all your bit "eggs" in one basket. You should spread them over as many physical dimensions
as possible: in frequency, in time and in space. In so dOing, you exploit the same "law of large numbers"
that enables insurance companies and casinos to, on average, make money. The basic idea is that while
one frequency channel. time slot or physical path may be In a fade, another may be at its peak or at least
somewhere in between. With diversity yOl,l get somethin(j more like the channel's average performance all
the time.

The really remarkable thing is just how close in practicp It's possible to come to this ideal With the right
coding and modulation and enough bandWidth, it is falrl' straightforward to achieve an average operating
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Eb/NO of only 6-7 dB on a Rayleigh fading channel The same system might require only 3-4 dB on a
nonfading channel, a "fading penalty" of only 3 dB

Using FEC to add redundant symbols is one particularly effective way to exploit diversity In the time do
main. It can also add diversity in the frequency domain If the value M is sufficiently large. which essentially
constitutes spread spectrum. In fact. diversIty is so powerful that the very sImplest "FEC scheme" -- Sim
ple repetition of the user data -- can provide dramatic gains if the "diversity order" IS high enough (I'm sure
EMEers know this instinctively, given their emphasis on repetition) In practice, though. the best systems
use true FEC because the improvements come more qUickly

That the optimum FEC code rate for a fading channel is lower than for a nonfading channel is another ex
ample of diversity in a~tion -- spreading the energy bUdget for each user data bit as thinly as possible In
.time. In the ideal signal, every instant in a transmission would be a function of every user data bit In the
message. As long as you get a certain minimum fraction of the total transmitted energy in a message you
could decode it: the precise fading pattern wouldn't matter. We can come surprisingly close to this Ideal

Obviously, if we could tell when (or where) the channel is going to be at its peak and send at high speed
just at those times we could avoid wasting a lot of energy on deep fades. But this is much easier said
than done. Even with the slow fading seen on 2m EME. the long round trip delay to the moon and back
means that by the time we detected a peak and let the other station know about it, it would probably be
gone. So we have no real choice but to hedge our bets and diversify

h.lnterleaving:

Certain FEC codes are limited in their ability to "spread out" (ie., diversify) the effect of each user data bit
widely enough in time. A long deep fade may take out all of the coded symbols affected by a single data
bit, causing it to be lost. This is particularly true for convolutional coding, which other.-vise has the signifi
cant advantage of being adaptable to "soft decision" decoding. (Long block codes like the Reed-Solomon
code don't have this problem. but they are not readily adapted to soft decision decoding)

It turns out that a very simple trick can nearly solve thiS problem Instead of sending the FEe encoded
symbols in the exact order they are sent. you can scramble them in time before transmission and put them
back in the right order at the receiver before decoding. A long fade (burst error) is then transformed Into
widely scattered short errors that the code can easily handle.

The main parameter for an interleaver is tre "span", I.e. the range over which adjacent symbols are scat
tered in time. It's important that the span pe considerably larger than the coherence time to maximize the
benefit. Memory being cheap, the only real limit in practice on interleaving span is the maximum delay the
user will allow. In a packet-like environment, interleaving can and probably should be over the entire
packet.

[Note: see diagram of typical block interleaverj

7. Summary and Recommendations for EME:

So putting all this together, what kind of modulation and coding schemes can we recommend for the EME
channel?

The overall structure is now clear: efficient source coding of the EME message, as discussed earlier, a
forward error correction encoder, an inter.leaver and a M-ary FSK modulator feeding the transmitter All
the.e .tep. up to the generation of the transmitted audio waveform can be done in software on a PC
driving a standard sound card.
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7. Summary and Recommendations for EME:

So putting all this together. what kind of modulation and coding schemes can we recommend for the EME
channel?

The overall structure is now clear: efficient source coding of the EME message, as discussed earlier. a
forward error correction encoder, an interleaver and a M-ary FSK modulator feeding the transmitter All
these steps up to the generation of the transmitted audio waveform can be done in software on a PC
driving a standard sound card.
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It is interesting to consider scaling this modulation scheme up to the capabIlities of full scale EME stations
The link calculations performed for the EME station described at the beginning of this paper show that a
continuous user data rate of 300bps should be possible However there are scaling problems causea by
the immutable link parameters such as coherence time and bandwidth. plus somewhat more changeable
parameters such as transceiver bandwidth

Since a better link could support a faster MFSK symbol rate. we could move away from the limit Imposed
by coherence time. In fact. we could use this margin to increase M and further lower our Eb/N: reqUire
ments. But even if we keep M=64. scaling this scheme up to 300 bits/sec would need almost 64KHz of
bandwidth. well beyond the range of most transceivers and PC sound cards To stay within these limits
we'd have to decrease·.M and sacrifice Eb/No performance somewhat. Also. with faster symbol times wed
need more precise symboHiming, though with GPS and accurate real-time computer calculations of moon
and station position this might not be hard to do.

A more fundamental problem is the inherent EME delay spread of several milliseconds If the symbol In
terval is shortened to where the delay spread becomes an appreciable fraction. intersymbol Interference
appears. The best way around this is to frequency hop or chirp from symbol to symbol to allow time for the
limb reflections on a given frequency to die down before it is used again -- and this means stll! more total
RF bandwidth.

So it seems pretty clear that the potential of a conventional (large) EME station can be fully realized only
with a true spread-spectrum signaL

On the other hand, scaling this technique to even smaller stations runs Into more fundamental problems
The big barrier is the channel coherence time; with our parameters we are already perhaps too close to It
There would be no choice but to limit symbol times to less than desirable values. We could keep M=64
and reduce the FEe code rate to that which the link can support. and we could also increase M But In

either case, the FEe code rate would probably have to be well below the optimum for the corresponding
value of M on the Rayleigh fading channeL The FEC decoder would then be In the position of noncoher
ently combining symbol energy in a less than optimum manner. raising the overall Eb/No reqwrements and
further lowering the attainable user data rate. The system would work, but not nearly as effiCiently And It
would certainly tax the patience of most operators since our scheme necessarily gives no real feedback to
the operator until after an entire transmission has been transmitted and received
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